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A. Items to be accomplished early in the ILC design cycle

Several activities (under the umbrella of the "Integrated Control System") must be accomplished early in the design cycle of the ILC to provide appropriate information and guidance to the technical subsystems.  Early definition of these activities will help avoid duplication of effort and ensure a smooth integration phase of the entire machine.  The list below identifies several areas where immediate efforts must be initiated: 

Definition of Site-Wide Resources and Interfaces 
An early definition of the resources that will be provided throughout the site for use by the technical subsystems is critical. Infrastructure resources such as network, timing, real-time video distribution, real-time machine status, computing and storage capabilities, etc. must be known by the technical systems at an early stage to efficiently utilize those resources.  Where necessary, clear interface specifications to these site-wide resources must be provided. 

Standardization of the Integrating Protocol(s) and Tools 
Although it is likely that the implementations of technical systems will vary widely, it is crucial that all subsystems communicate via a standard protocol to allow easy integration of all the systems. Likewise, a standard set of tools for the most universal needs of machine control must be available to avoid severe duplication of efforts.  These tools would include a graphical display/control tool, strip chart tool, archiving and save/restore tools, and alarm management. Technical subsystems would be expected to utilize these tools during their development and commissioning phases to ensure operability with the rest of the machine. 

Standardization of Control Hardware/Software, where applicable 
Standardization of control hardware and software (where applicable) impacts cost, reliability, maintainability and operability.  A project wide effort to evaluate the opportunities for such standardization could result in significant project benefits. Potential candidates for standardization include PLCs, front-end computer architectures, I/O vendors, field bus protocols, etc.
Subsystem Functionality Required by the Integrating Accelerator control system 
Many of the high level functional requirements of the ILC will only be met by systemic cooperation throughout all of the technical systems. For example, exhaustive postmortem trip analysis can only be accomplished if certain capabilities are built into every subsystem.  Such expectations must be conveyed to the subsystem implementers early in the design phase so they can be included in the requirements of the subsystem. 

Project-wide Relational Database Schema and Necessary Tools 
This effort is discussed elsewhere, but its criticality cannot be over emphasized. This effort would also include a site-wide naming convention, clearly an effort that must be done very early in the design process. 


B. Reliability and Availability

For the baseline configuration design, Global Group 2 (Instrumentation and Controls) should present the process that will allow us to satisfy the availability goal. The outline of the process is:
1) Identify and classify critical systems that require high-availability techniques, significant systems where it would be advantageous to use high-availability techniques and systems that can degrade or fail with acceptable short-term impact on the complex.

2) Research techniques for increasing reliability and availability including redundancy.  An evaluation of the need for transparent fail over (no data loss), fast fail over (a short interruption of data or operation) or conventional manual repair is part of this.

3) Do a cost analysis for each system to determine the reasonable extra effort and cost for each system.  Work closely with Global Group 3 (Operations & Availability).
A design requirement for the controls system is that control system failures should not be able to cause damage to any part of the accelerator or detector(s). 

A significant component of availability will be minimizing mean-time-to-repair (MTTR).  This can be accomplished at the design stage with thoughtful modularization, built-in diagnostics and providing distributed intelligence for monitoring and quick reaction to errors and degradation.  ILC design standards could assist here.

We should learn what we can from the telecom industry about redundancy and high availability.  
C. Machine Protection System

The function that the controls system will provide to MPS is as the collector of information for diagnostics and post mortems and as provider of accelerator status and state information that may be needed as input for MPS decisions (ie pilot bunch relaxed thresholds).  A dialog with the machine protection system designers should define the information and interface required.

D. Timing

The ILC timing includes the master oscillator distribution. The 1.3 GHz master oscillator and a 5Hz reference will be distributed via single mode fibers in a star configuration. The two fibers will be run to each remote instrumentation location. Active phase stabilization will be used on each fiber. Additional required frequencies for the injector (3 MHz), Damping ring (frequency tbd), lasers (54 MHz), etc. will be generated locally from the 1.3 GHz phase stabilized reference. The 5 Hz signal will provide phase synchronization for derived frequencies. The 5Hz signal will be retimed locally with the phase stabilized master oscillator signal.

Timing fiducials such as damping ring revolution clocks, extraction trigger, etc will be generated locally using the appropriate reference frequency and 5Hz synchronization signal. Fiber optic links will be used to distribute trigger signals to their destination.

A three level graded approach will be used for timing triggers. High precision (pico-second) timing will be provided for devices such as kickers, medium precision (nano-second) for devices such as septa and modulators, and low precision (microsecond) from an event link.

An event link will be used to distribute timing event information to remote locations. The event system will provide coarse timing signals and a synchronized clock for IOCs. The synchronized IOC clock will be used by IOCs to time-stamp data. In addition, the event system will provide clock references to the MPS to provide time stamps for trip events. This will aid analysis of cascades of trip events.

Timing will also provide timing fiducials to the detector timing system and facilities for time synchronized data collection.

The following needs to be resolved:

1. The phase tolerance required for the bunch compressor has been quoted as 0.03 to 0.1 degrees at 1.3 GHz (64-200 femto-secs). Achieving such a phase tolerance over 15 km lengths with active phase stabilization has not been demonstrated. 

2. The number and placement of remote instrumentation sites is TBD. This affects the number of phase stabilized links required. 

3. A list of devices that require timing and the characteristics of the timing required for each device needs to be generated. Range, allowable jitter (rms), stability, resolution, etc are required.

4. What is the mechanism to adjust the time of arrival of the positron bunches at the interaction point?

5. If available, the use of phase stabilized optical fiber should be investigated.

6. The damping ring RF frequency needs to be determined.

7. Will the damping ring RF frequency remain constant or will it need to be adjusted for ring circumference changes due to lunar and solar cycles.

8. Interfaces between timing and RF and Detectors need to be defined.

Items for R&D:

1. Development work needs to be done on phase stabilization of a 15 km RF reference to 0.03 degrees at 1.3 GHz.

2. Possibility of encoding 5Hz reference on 1.3 GHz reference to reduce number of phase stabilized links.
E. Network Management
The scale of the ILC control system is anecdotally some 10x larger than anything previously built. Additionally, current industry trends and the ease of implementing inexpensive network interfaces make it likely that the ILC control system will have to handle a very large number of network attached devices. This adds to the complexity and scale of the sheer number of devices connected that need to be managed, monitored, and diagnosed.


The LAN of the machine itself covers a distance of 30km so that even the local control room will be a considerable distance from the farthest point of operations. The machine LAN itself is a hierarchy of smaller networks in order to isolate critical subsystems, optimize traffic shaping, lower switching costs by using lower capacity choices on low bandwidth subnets, and support independent subsystem commissioning.  


Remote operation centers need to available in [at least] all three regions to facilitate individual regional expertise. Collaborator access needs to be available at remote institutions. Decisions on the extent the Global Accelerator Network concept is followed could significantly impact the ILC control system architecture and implementation.


Site selection could impose network/computer security requirements based on regulations in the hosting country. ILC controls must be robust against WAN service interruptions that are technical in nature (including long latency in satellite link speed) as well as virtual (security breach). GG2 should track and capitalize on GAN (GRID and Advanced Networks) advances in both network management and security.

The network architecture will provide much of the infrastructure for feedback loops. Most current "real-time" network protocols are based on 125 usec frames (telecom standard) which will determine which control points in the fast feedback loop can be network based or require an alternate technology (e.g., local processor or FPGA based. There is also some sort of "time-triggered Ethernet" protocol being worked on, but I don't know the time resolution). 

Careful design of the network hierarchy, real-time network monitoring and management, and will be one of the key factors in achieving high availability of the controls system. 

We need to identify which portions of the network require high availability: we should do a block diagram of an architecture based on what we know today.

F. Accelerator post-mortem and data analysis

Requires a determination of what additional data must be archived at unusual events to be used for diagnosis and possible historical analysis.  The data rate and volume for these records will ramp quickly to a maximum early in the installation and decrease as the accelerator complex is debugged and failure patterns are understood.  The tools must be in place before installation begins.  

G. Data acquisition and archiving

It is anticipated that accelerator data will be collected and archived at the following rates:

1. Bunch rate of 3MHz for 3000 samples every macro bunch.

2. Macro-bunch rate of 5Hz

3. Low level RF digitization rate (currently identified as 1MHz).

The pulsed nature of the ILC means that most likely, data collected at the bunch rate and faster will be captured locally, and transported to the accelerator control system during the 199mS off period before the next pulse arrives. Overall data rates will be dominated by signals coming from the large number of klystrons and bpms in the linac sections at the 3MHz bunch rate and the 1MHz LLRF digization rate.

A table of data acquisition requirements was started during the Snowmass workshop. Initial estimates indicate as much as 1.3GBytes/second (260MBytes/macro-pulse) of data may have to be collected and archived from the accelerator.

Several questions remain open in terms of data acquisition and archiving requirements:

1) The number and types of data that must be collected and archived routinely on every macro pulse.

2) The number and types of additional data that must be collected on an event such as a beam loss (eg for analysis and diagnosis of the event).

3) The duration over which particular archived data should be retained.

4) Issues relating to accelerator data management for the machine-detector interface.
The accelerator control system data rates and volumes are significant but do not require any R&D effort.  The data management and archiving are more challenging and must be better understood.  This requires an itemization of the information that is collected at all times (rates and volumes) and the additional information that is collected for any unusual events.  The information must have a persistence parameter with associated access latency for all of the stages the data may go through over its lifetime.  The collection and archiving will require a value engineering evaluation because data management and storage costs will be significant.
H. ILC Relational Database

Maintaining and distributing accurate information on the many thousands of components in the ILC is not manageable with a “Revision Controlled Drawing” approach. During the planning and strategy stages of the project, it is imperative to maintain a single, master definition/description of the accelerator. This central requirement becomes even more critical as the project moves into the design, construction and operation phases, particularly for a facility being developed from many remote localities.

The ultimate intention is to provide a queriable database of physics parameters, physics devices, hardware, software, cabling, and interconnections across the entire ILC facility. The key element in the proposed schema is the capture of the relationships any specific component has with other components in the facility.  In a simple example of a housing relationship: the fact that a chassis is housed in a rack, which in turn is housed in a specific area or room, etc must be documented. This unique parent/child relationship results in a housing ‘hierarchy’, which provides powerful querying capabilities.  Other inter-component relationships relate to the flow of control, and to power distribution.
Many laboratories have embraced relational technology to address the issues of complexity management after the project has reached commissioning or operation stages.  The intention here is to provide an extensible infrastructure into which the machine component and configuration information can be added as the project moves into its construction and operation phases.

The relational database would provide the following:

A) A single master repository for official machine parameters and specifications for use in modeling and simulations.
B) Collaboration-wide access to the official machine description.  The application will provide extensive query capabilities (eg, how much power is required for this room? what equipment is located in this rack? which IOC does this GPIB device report to? etc) that are not normally provided by fixed spread sheets.
C) A basis for scenario (for example data flow, power usage) and model calculations (beam dynamics). There are examples of database driven physics modeling in existing accelerator projects.

D) A powerful set of user interface applications, designed such that ‘payback’ in entering configuration information (greatly) exceeds the effort required to enter and validate the data.  The application must supplant the convenience and ease with which users today enter data into private spreadsheets and text documents.

E) Eventually, the relational database will be a powerful resource in identifying and locating failed or malfunctioning components.  This leverages off the connection based approach in the underlying component schema.

To be successful, the database effort must be launched as early as possible.  Perhaps the most critical (and resource consuming) issue is the provision of powerful and user friendly UI applications to access and interact with the database.

I. Machine Detector Interface

The detectors will require information from the accelerator timing system.  The controls system will require detector state and status information and possibly operational parameters like IP luminosity.  Important parameters for information crossing this interface are latency across the interface (real time or uploaded between macros), data persistence, archive or not and access latency for the life of the data.  These data must be included in the network design and analysis.  Offline data formats like LCIO should be adopted well before installation.
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